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ABSTRACT 

The use of reference station networks has become the 
ubiquitous solution for high precision satellite positioning 
applications. The main systematic errors affecting the 
RTK rover performance are multipath, atmospheric and 
ephemeris errors. Whereas single base RTK is limited 
with respect to the distance between reference and rover 
the network RTK approach offers the possibility to 
increase the coverage area. It ideally leads to a situation in 
which the positioning error is independent of the rover 
position in the area of the network.  
One technique proven in production systems for network 
RTK is the Virtual Reference Station paradigm, 
simulating a local reference station for the user. Ideally, 
this provides a data quality equivalent to a very close 
reference station. 

This paper gives a quantitative assessment of the data 
characteristics leading to the known rover performance 
improvements using data from different RTK/VRS 
networks from Asia, Europe, Australia and the U.S.A.  

One major effect from the application of VRS can be seen 
as a significant reduction of the temporal correlation of 
the ionospheric residual errors. Autocorrelation functions 
respective the autocorrelation time constants show this 
clearly. Improvements for multipath, tropospheric delay 
and ephemeris errors are achieved by VRS techniques, 
too. 

Detailed analyses explain the reduction of initialization 
times, improvement in position accuracy and increase in 
reliability seen in network RTK systems. This is not only 
due to the mitigation of systematic errors. It is 
demonstrated that network RTK does not only reduce the 
errors but also changes the error characteristics which 
lead to an additional performance increase in RTK 
positioning.  

The important conclusion of the presented results is that 
once these changes in the error characteristics are fully 
understood and accounted for, more improvements in the 
performance of Network RTK applications can be 
expected. 

VIRTUAL REFERENCE STATIONS PRINCIPLE 

The Virtual Reference Station (VRS) concept is in 
commercial and research use since several years. Instead 
of presenting it again here, we refer to existing 
publications on that topic ([4], [5], [6]). 

To summarize, the VRS approach generates reference 
station data for every user as if coming from a local near 
reference station. For that purpose, a network of reference 
stations permanently tracks the errors in centimeter-level 
precision using ambiguity resolution techniques. To 
predict the errors for the user position, error models and 



interpolation algorithms are used. Figure 1 shows a 
typical field setup for geodetic applications. 

 

VRSVRS

NMEANMEA

RTCMRTCM

VRSVRS

NMEANMEA

RTCMRTCM

 

Figure 1: VRS field set-up procedure. 

The receiver is started in the field. A coarse estimate of 
the receiver position is sent to the VRS network-
computing center via e.g. cell phone. The center generates 
virtual reference station data for that position and 
transmits it in a standard format like RTCM enabling 
centimeter-level RTK operation for the user. 

TEST GOALS 

The significant effect of the VRS technique on 
productivity, reliability and precision of RTK positioning 
solutions has been observed many times ([8], [10]). One 
standard explanation for this used to be a “roughly two 
times reduction of ionosphere” and improvements in 
troposphere and orbit errors. 

The aim of the investigations presented in this paper was 
to quantify the improvements of the measurement errors 
using a broad range of data from different parts of the 
world and varying seasons of the year. 

Also, being aware that there are different kinds of error, a 
more sophisticated separation of the error characteristics 
was desired. 

The approach taken in this project was to distinguish the 
errors based on their statistical properties: 

! Time correlated errors 

! Uncorrelated (white noise type) errors 

! Biases 

Still, ionospheric errors and geometric errors should be 
handled separately to get individual answers for these 
cases as modeling and interpolation mostly is done 
independently on both. 
OBSERVABLE SELECTION 

For every data set, the ambiguities were solved in post-
processing. Then, the double-difference residuals were 
created using the precise position of the respective 
receiver antenna for the following phase combinations: 

Ionospheric carrier phase combination, a.k.a. geometry-
free combination: 
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Geometric carrier phase combination ([2]): 

2211 )1( LLLLgeo aa φλφλφ ⋅⋅−+⋅⋅=  

The geometric ranges between satellites and receivers and 
an a priori tropospheric model (modified Hopfield, [12]) 
were removed from the geometric residuals in the 
common way. 

STATISTICAL CHARACTERIZATION 

As mentioned before, the main goal was separation of the 
correlated and uncorrelated errors in the measurements.  

A first assumption taken here is that the time correlation 
can be defined by an exponential function. Tests have 
shown that this at least is a quite realistic assumption for a 
broad range of errors seen in GPS observables, as are 
ionospheric and tropospheric residuals and multipath. 

Given the presence of uncorrelated (white noise) errors 
together with exponentially time correlated errors, the 
variance/covariance matrix of one time series for the 
double differences to one satellite is given by: 
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Conversion to the correlation matrix yields: 
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In Figure 2 the resulting autocorrelation function 







>∆⋅
+

=∆
=∆ ∆−

0,

0,1
)(

22

2

t

t
tR

e ct

t

cu

u

σσ
σ  

is rendered. In these formulas, the following notations 
were used: 

! σc: correlated noise standard deviation 

! σu: correlated noise standard deviation 

! tc: time constant 
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Figure 2: Auto-Correlation function 

There is a characteristic jump at a time delay of 0 that 
reflects the ratio between the uncorrelated and the total 
error. The decay of the function is defined by the 
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characteristic correlation pointing at the correlation time. 

To compute the correlated error, time constant and 
uncorrelated error, this auto-correlation function was not 
directly used. The reason is that a curve fit to the ACF 
using 2 parameters is only weakly determined. Instead, a 
new statistical evaluation was implemented that directly 
derives the three parameters and gives reasonably answer 
for short time spans of data. 

The importance of the separation of correlated and 
uncorrelated errors can be seen in Figure 2. If a simple 

exponential function ct

t

exR
∆−

=)( is fitted to the ACF, 

the time constant will be estimated much too low. 

In addition, the mean value for every residual time series 
was computed to reflect the systematic errors present in 
the data. 

MOTIVATION 

One question that could be posed here is why such an 
effort is necessary. In Figure 3 the difference between 
uncorrelated errors and time correlated errors can easily 
be seen for the formal evolution of the standard deviations 
of an estimate.  
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Figure 3: Convergence for white and correlated noise 

All values are relative to the standard deviation of a single 
measurement. The uncorrelated time series errors reduce 
by far faster than for the correlated data. This has two 
consequences. The reduction of the time constant is 
crucial for fast convergence. This affects the time until 
ambiguities can be resolved (time-to-fix) as well as the 
time needed to acquire a given precision for a position 
computation (time-to-precision). Also, knowing the time 
constant, better predictions can be done for the accuracy 
reached after a given time of data accumulation. If the 
knowledge of the time correlation is limited, either the 
expected errors are too optimistic leading to a poor 
reliability or too pessimistic resulting in a poor 
availability and productivity. 

TEST NETWORKS 

Six networks (see Figure 4) operated with Trimble 
Terrasat GPSNet software were used for the analyses.  
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Figure 4: GPSNet VRS installations used for the tests 

For every network, one reference receiver was taken out 
of the network processing and used as the user receiver 
(rover).  

The following enumeration gives location, time of data 
collection and the distance of the rover station to the 
nearest reference station. 

1. Queensland, Australia, February 2001, 31 km 

2. Kanto, Japan, January 2002, 26 km 

3. Thueringen, Germany, August 2002, 19 km 

4. Bavaria, Germany, May 2002, 31 km 

5. California, U.S.A., November 2001, 25 km 

6. North Carolina, U.S.A., September 2002, 27 km  

For every network, 24 hours of data were used to include 
day- and nighttime. 

The data of the network stations excluding the rover 
station was processed using a post-processing version of 
the real-time VRS software GPSNet. Instead of the usual 
dial-in functionality to generate VRS RTCM data, the 
virtual reference station data was generated using the 
same algorithms but written into a post-processing file 
format. 

Then a standard GPS post-processing software (Trimble 
Total Control) was used to determine the fixed 
ambiguities for the long baseline (rover to nearest 
reference station) and the VRS baseline.  

Using these ambiguities and precise coordinates for the 
stations involved, the residuals were derived in the way 
described above. For every time series, i.e. every satellite 
double difference residuals series the auto-correlation 
analysis was performed. 

ANALYSIS RESULTS 

A typical example of the error reduction by VRS 
processing is shown in Figure 5 for the California 
network. 
 

Figure 5: Ionospheric residuals without and with VRS 

It can be clearly seen that the raw data (upper graph) 
includes a substantial increase of the ionospheric residuals 
during daytime. This is very much mitigated in the VRS 
data (lower graph). Though this is obvious, the detailed 
statistical analyses for all data lead to insights not 
available from a simple look at the data. 

Table 1 (located at the end of this paper) presents a 
compilation of the analysis results. Correlation time tcor, 
bias, correlated error standard deviation σcor and 
uncorrelated error standard deviation σunc are given for 
ionospheric and geometric residuals separately. 

For every network, the raw data residuals, VRS residuals 
and the improvement factor between both are given. The 
last row gives the mean improvement factors over all 
networks. 

The improvements are visualized in the following figures. 
They give bars for raw ionospheric residuals, VRS 
ionospheric residuals, raw geometric residuals and VRS 
geometric residuals respective. 

 The results are given for all networks separately and are 
labeled as follows: 

! AUS: Australia network 

! JP: Japan Network 

! GER1: Thueringen, Germany 

! GER2, Bavaria, Germany 

! CA: California, U.S.A 

! N.C.: North Carolina, U.S.A. 

Figure 6 shows mainly the effects that were studied in the 
past, i.e. the improvements of the correlated errors as the 
main contribution. 
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Figure 6: Correlated errors 

Nevertheless, this information is not complete without a 
look at Figure 7 showing the time constants for the time-
correlated errors. Especially for the ionosphere, a very 
high improvement can be seen. For the geometric error, 
the improvements are marginal. This should be subject to 
further studies. 
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Figure 7: Time constants 

The “noise part” of the errors is shown in Figure 8. The 
improvements are in the tens of percent range. One reason 
is that only the reference side can be influenced, while 
mitigation for the rover side is not possible. This applies 
to multipath which is not separately studies in this paper, 
too. 

Still this is an advantage in kinematic applications where 
averaging in the position domain is not feasible.  
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Figure 8: Uncorrelated errors 

One important factor for the data quality is the presence 
of biases in the measurements. They lead to systematic 
errors in the positions computed and can also impact the 
time-to-fix. Figure 9 displays the biases derived for the 
data sets.  
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Figure 9:Biases 

The following figures summarize the improvement factors 
for all the information shown before. 
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Figure 10: Ionosphere improvements 
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Figure 11: Geometric residual improvements 
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Figure 12: Mean improvements 

EFFECTS OF THE IMPROVEMENTS  

The improvements achieved when using VRS were the 
initial motivation for this study. Nevertheless, an example 
follows to visualize one improvement the VRS user can 
expect.  

In Figure 13 an example is given for the effect of the 
improvement of the geometric residuals on the 
positioning performance, i.e. the performance indicator 
the user is finally interested in. 

 

Figure 13: Height performance without and with VRS 
While the raw data (upper graph) shows systematic 
effects up to 8 cm in the height component, this could be 
reduced to 4 cm by using VRS. Additional investigations 
proved that the origin of this height error is a strong 
tropospheric error in the data. 

CONSEQUENCES 

The VRS technique has proven the potential to reduce 
several main error sources in GPS positioning. For the 
ionosphere impact, most error characteristics have an 
average improvement factor between 2 and 10. It should 
be noted here that these improvements would be even 
higher if day data only would be analyzed, one proposal 
for continuing this study. Uncorrelated noise is reduced 
less, but still in a way that can be significant for kinematic 
applications.  

Geometric errors, and, as the broadcast orbits are very 
good since a while, mainly tropospheric residuals are also 
reduced up to 40 % leading to improved positioning. Here 
a still a potential for further improvements to go to the 
limits of what can be achieved for a local effect like 
tropospheric errors. 

The most surprising result was the presence of very high 
correlation times in both the ionospheric and the 
geometric errors in the range of 1 hour. The consequence 
is that simple averaging techniques are by far not 
sufficient for productive RTK positioning as here the user 
expects a time-to-fix in the tens of seconds to few 
minutes. 

There are two coexisting solutions for this problem. The 
first is to implement more information about the errors 
into the RTK system algorithms, i.e. physical modeling of 
the ionosphere, tropospheric scaling techniques, etc. The 
other method is application of the VRS technique. As has 
been demonstrated, especially for the ionospheric errors 
the magnitude, but even more the correlation times of the 
errors are significantly reduced. This provides a new 
insight about how VRS-assisted RTK works. 

Taking the changes in the error characteristics into 
account, RTK systems could benefit even more from the 
use of reference station networks. More research has been 
started to exploit the VRS potential to the maximum. 
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Ionospheric Residuals Geometric Residuals Data Set 

tcor 

[sec] 
bias 
[mm] 

σcor 
[mm] 

σunc 

[mm] 
tcor 

[sec] 
bias 
[mm] 

σcor 

[mm] 
σunc 

[mm] 

31 km 3290 13.4 57.4 6.6 1221 7.7 25.2 7.5 

VRS 1052 6.5 22.8 4.9 1304 6.8 17.7 4.6 

Australia 

fimpr 3.1 2.1 2.5 1.3 0.94 1.1 1.4 1.6 

26 km 1977 11.7 51.0 6.9 472 6.8 16.2 7.9 

VRS 771 6.2 14.7 5.8 448 5.1 12.9 6.1 

Japan 

fimpr 2.6 1.9 3.5 1.2 1.1 1.3 1.3 1.3 

19 km 2835 13.8 36.7 1.1 868 7.5 25.6 1.2 

VRS 693 6.8 17.3 1.4 815 6.1 23.9 1.1 

Germany 1 

fimpr 4.1 2.0 2.1 0.8 1.1 1.2 1.1 1.1 

31 km 4557 14.5 41.9 7.5 3103 6.2 21.4 8.0 

VRS 442 2.5 13.1 7.0 2818 5.7 17.5 7.3 

Germany 2 

fimpr 10.3 5.8 3.2 1.1 1.1 1.1 1.2 1.1 

25 km 3008 9.6 53.1 5.0 2958 11.0 21.6 5.6 

VRS 623 3.8 17.6 4.3 2426 8.3 15.9 3.0 

California 

fimpr 4.8 2.5 3.0 1.2 1.2 1.3 1.4 1.9 

27 km 3772 9.4 36.2 6.2 4367 27.1 39.5 6.7 

VRS 450 3.0 10.6 3.8 4343 23.7 28.0 4.4 

N.Carolina 

fimpr 8.4 3.1 3.4 1.6 1.0 1.1 1.4 1.5 

Mean fimpr 5.6 2.9 3.0 1.2 1.1 1.2 1.3 1.4 

Table 1: Overview of all test results 
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